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RESEARCH INTERESTS
• Development and generalized application of lightweight neural embeddings models.
• Explainable machine learning design to reliably and confidently inform business decisions.

EDUCATION
PENNSYLVANIA STATE UNIVERSITY STATE COLLEGE, PA
PHD IN ELECTRICAL ENGINEERING, ADVISED BY DR. VISHAL MONGA JAN 2015 - JUN 2018
Thesis: Tailored Algorithms for Synthetic Aperture Image Formation & Analysis

ARIZONA STATE UNIVERSITY TEMPE, AZ
MASTERS IN APPLIED MATHEMATICS, ADVISED BY DR. YUN KANG JAN 2013- DEC 2014

UNIVERSITY OF PITTSBURGH PITTSBURGH, PA
B.S. WITH MAJORS IN PURE MATHEMATICS & AFRICANA STUDIES (3.7 GPA, 3.8 MATH GPA) AUG 2008 - MAY 2012

EMPLOYMENT
AMAZON - TRANSPORT SCIENCE (AUG ’22 - PRESENT) & ALEXA (JULY ’20 - JULY ’22) BOSTON, MA
RESEARCH SCIENTIST II, LEVEL 5 JULY 2020 - PRESENT
• Lead scientist on willingness-to-pay customer model for Amazon Freight pricing team. Learned embeddings of shipping customers
and freight lanes are generated within recommendation-system-like neural nets for behavioral adjustments to initial bid offers.

• Lead scientist on freight lane price forecast modeling for Amazon Freight pricing by fusingmarket indicators and freight-based statis-
tics towards future bid predictions with industry sentiment considerations.

• Was lead scientist on two personalized entity-resolution (ER) initiatives: Podcast launch goal and Shopping innovation goal. Podcast
launch goal was a byproduct of personalized neural vector search opportunity analysis that received L7 approval after formal review.

• Mentor on fairness in entity resolution internship identifying and alleviating bias in machine learning ER models.
• Performed end-to-end privacy audit and formally deployed Smart Home domain model to production to alleviate high friction bug.
• Diagnosed reporting errors in ER performancemonitors and composed SQLdashboard for formalmonthly Alexa ER business reviews.

INDIGO AG BOSTON, MA
IMAGING SCIENTIST II DEC 2019 - JULY 2020
• Was lead scientist for goal to employ neural network models for hyperspectral image classification.
• Designed and deployed novel ML architectures using Amazon Web Services for automated lab image assessments.
• Collaboratively devised statistical models with biologists for limited-data crop field performance assessment.
• Managed imaging pipeline for automated data collection.

APPLIED RESEARCH LABORATORY AT PENNSYLVANIA STATE UNIVERSITY STATE COLLEGE, PA
GRADUATE RESEARCHER (AUG ’17 - JUL ’18)/RESEARCH & DEVELOPMENT ENGINEER (AUG ’18 - NOV ’19) AUG 2017 - NOV 2019
• Researched deep learning architectures for training-starved image classification settings.
• Devised and deployed motion estimation solutions for state-of-the-art sonar imaging systems.
• Collaboratively tasked to build and maintain python application with sonar engineers for modular testing of classification networks.
• Devised machine learning strategies for raw acoustic and radar processing problems.

NAVAL RESEARCH LABORATORY WASHINGTON, DC
PATHWAYS RESEARCH INTERN JUN 2015 - APR 2017
• Developed a coherent approach for noise and blur robust image classification by exploiting sparse optimization.
• Designed a stochastic approach to dramatically speed up a hierarchical Bayesian method for compressive sensing.

MANAGEMENT SCIENCE ASSOCIATES PITTSBURGH, PA
BUSINESS ANALYST MAY-DEC 2012
• Developed &managed a Java-based agent based model for understanding consumer behavior relating to social media.
• Collaborated on statistical mixed marketing models for assessing social media’s impact on CPG advertising campaigns.
• Collaborated on designing hierarchical clustering method for Twitter user segmentation.

PUBLICATIONS
TOWARDS MULTI-OBJECTIVE STATISTICALLY FAIR FEDERATED LEARNING
NINAREH MEHRABI, CYPRIENT DE LICHY, JOHN MCKAY, CYNTHIA HE, BILL CAMPBELL, FL-AAAI-22 (Accepted, 3/1/2022)

USING KNOWLEDGE GRAPH & TRANSFORMERS FOR IMPLICIT ENTITY/UTTERANCE RESOLUTION AMAZON INTERNAL
X. HE, J. MCKAY, H. FENG, H. WANG, Y. XUE, A. GREWAL, S. DONG, Y. LIU, AMLC 2021

BEHAVIOR FEATURES FOR VECTOR SEARCH AMAZON INTERNAL
JAMES MOORE, HELIAN FENG, JOHN MCKAY, AMLC 2021

COUPLING RENDERING & GENERATIVE ADVERSARIAL NETWORKS FOR ARTIFICIAL SAS IMAGE GENERATION
A. REED, I. GERG, J. MCKAY, D. BROWN, D. WILLIAMS, S. JAYASURIYA, OCEANS 2019 - MTS/IEEE Seattle

BRIDGING THE GAP: SIMULTANEOUS FINE TUNING FOR IMBALANCED DATA
J. MCKAY, I. GERG, V. MONGA, IGARSS 2018
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ROBUST SONAR ATR THROUGH BAYESIAN POSE CORRECTED SPARSE CLASSIFICATION
J. MCKAY, V. MONGA, R. RAJ, IEEE Transactions on Geoscience and Remote Sensing, 2017
FAST STOCHASTIC HIERARCHICAL BAYESIAN MAP FOR TOMOGRAPHIC IMAGING
J. MCKAY, R.RAJ, V. MONGA, Asilomar 2017

WHAT’S MINE IS YOURS: PRETRAINED CNNS FOR LIMITED TRAINING SONAR ATR
J. MCKAY, ISAAC GERG, V. MONGA, R. RAJ, OCEANS 2017 - MTS/IEEE Anchorage

USING FRAME THEORETIC CONVOLUTIONAL GRIDDING FOR ROBUST SYNTHETIC APERTURE SONAR IMAGING POSTER FINALIST
J. MCKAY, ANNE GELB, V. MONGA, R. RAJ, OCEANS 2017 - MTS/IEEE Anchorage

ROBUST SONAR ATR WITH POSE CORRECTED SPARSE RECONSTRUCTION-BASED CLASSIFICATION POSTER FINALIST
J. MCKAY, V. MONGA, R. RAJ, OCEANS 2016 - MTS/IEEE Monterey

LOCALIZED DICTIONARY DESIGN FOR GEOMETRICALLY ROBUST SONAR ATR
J. MCKAY, V. MONGA, R. RAJ, IGARSS 2016

DISCRIMINATIVE SPARSITY FOR SONAR ATR
J. MCKAY, R. RAJ, V. MONGA, & J. ISAACS, OCEANS 2015 - MTS/IEEE Washington

GRANTS
LEARNED FREQUENCY DOMAIN MASKS FOR TRAINING-SIZE-ROBUST SONAR AUTOMATIC TARGET RECOGNITION AMOUNT: 390K
OFFICE OF NAVAL RESEARCH, PI: J. MCKAY, CO-PI: I. GERG 6/19-12/20

IN-AIR CIRCULAR SAS PLATFORM FOR ATR DATA GENERATION AMOUNT: 10K
INTERNAL RESEARCH & DEVELOPMENT, PI: THOMAS BLANFORD, CO-PI: J. MCKAY & D. BROWN 1/19-7/19

PROGRAMMING SKILLS
• HIGHLY PROFICIENT IN python (pytorch, tensorflow, & pyspark), SQL, & R.
• PROFICIENT IN Scala, Java, & C++

TEACHING
PSU EE 353 SIGNALS AND SYSTEMS: CONTINUOUS AND DISCRETE-TIME LINEAR SYSTEMS (INSTRUCTOR) SPRING 2019

• DESIGNED CURRICULUM & TAUGHT CONVOLUTIONS, FOURIER TRANSFORMS, & SAMPLING.
• EARNED 6.18/7 RATING FROM STUDENT EVALUATIONS (90 STUDENTS, 27 RESPONDED).

PSU EE 350 CONTINUOUS LINEAR SYSTEMS (TA, 2 SECTIONS) FALL 2015
PSU EE 350 CONTINUOUS LINEAR SYSTEMS (TA, 2 SECTIONS) SPRING 2015
ASU MATH 270 CALCULUS 1 (TA, 3 SECTIONS) FALL 2014
ASU J. BUSTOZ MATH-SCIENCE HONORS PRGM INTRO TO MATH BIO (TA, 1 SECTION) SUMMER 2014
ASU MATH 270 CALCULUS 1 (TA, 2 SECTIONS) SPRING 2014
ASU PROGRAM TA MATHEMATICAL & THEORETICAL BIOLOGY INSTITUTE SUMMER 2013
PITT MATH 0010 COLLEGE ALGEBRA (TA, 2 SECTIONS) FALL 2010

MENTORING & VOLUNTEER WORK
• Mentored ASU student Christy Contreras in epidemiological modeling with West Allies to Expand Opportunities program, 2014-15..
• Volunteered with the Salt River Project spring & fall 2015 to tutor Native American high school students in math, stats.
• Mentored PSU undergrads Neil Ashtkar & Michael O’Donnell on machine learning for radar time series data, spring-fall 2018.
• Recruited & advised ASU PhD student Albert Reed on physically-realistic sonar image GAN, summer 2019.
• Mentored CMU grad student Swarna Sathyendra to investigate & establish practices for fairness concerns in ER models.
• Community guide for U.S. National Park Service in Salem, MA wherein I help tourists navigate the city weekly at the visitor’s center.
• General volunteer with Salem Main Streets project including staffing help tables during Arts Fest, putting up holiday decorations
around town, & directing tourists during October Haunted Happenings events.
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